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Supervised network prediction
Data required: experimentally determined biological network with two
similarity matrices describing the nodes.
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parameters. validation for any setting with a constant time complexity.

More information Experimental results

The two-step kernel ridge regression is part of a Our shortcuts can perform cross-validation several orders
theoretically well-founded pairwise learning of magnitude faster than a naive implementation.

framework. An R package xnet is currently in
development. Scan the QR code on top for the
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