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Large-scale multi-class classification problems have gained increased popularity in
recent time mainly because of the overwhelming growth of textual and visual data
in the web. However, this is a challenging task for many reasons. The main chal-
lenges in Large-scale classification problems are: scalability, complexity of model and
class imbalance problem. In this work, we present an algorithm for binary reduction
of multi-class classification problems, which aims at addressing the above-mentioned
challenges.

Let us consider input space X , output space Y , class labels K, class of predictor
functions G and S = (xyi

i )mi=1 training examples made of i.i.d pairs. We define the
instantaneous loss of g ∈ G on an example xy as:
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Accordingly, the empirical error of g ∈ G over S is
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This can be rewritten as:

L̂m(g,S) = 1

m(K − 1)

m∑
i=1

∑
y′∈Y\{yi}

1ỹh(xy,xy′ )≤0 (3)

Where, h is defined as h(xy,xy′) = g(xy)− g(xy′). and ỹj = 1
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DMOZ-7500 Wikipedia-7500
Accuracy MaF1 Nc Accuracy MaF1 Nc

mRb 0.499↓
±.011 0.352 ± .009 0.495 0.467↓

±.023 0.378 ± .012 0.551
OVA 0.549±.036 0.282↓

±.018 0.379 0.484±.029 0.348↓
±.017 0.489

LogT 0.311↓
±.034 0.096↓

±.029 0.194 0.231↓
±.035 0.151↓

±.021 0.287

Table 1. Accuracy, MaF1 of methods that could be trained with 7500 classes of DMOZ and
Wikipedia collections. Nc is the proportion of classes that are covered. Statistics are given
over 50 random samples of training/test sets.

Equation 3 resembles binary classification loss-based risk or in other words se-
lecting hypothesis G minimizing risk over S is equivalent to search a hypothesis in H
minimizing risk over a transformed set T (S) of size n = m(K − 1). This forms the
main foundation of our proposed reduction algorithm.

Also, we discuss the generalization error bound based on Rademacher complexity
for interdependent data. The analysis of the Rademacher complexity based bound shows
linear degradation of generalization performance for traditional approaches which learn
one parameter vector for each class. Whereas in our work, we learn combination of sim-
ilarity features between instances and classes, which results in data-dependent bound
for our proposed algorithm. This non-trivial feature representation remains same for any
number of classes. So the goal of learning is to combine these features using same pa-
rameter vector for all classes. Empirically, we evaluate the performance of our proposed
algorithm on multi-class document classification. The datasets used in the experiments
are DMOZ and Wikipedia of Large Scale Hierarchical Text Classification Challenge
(LSHTC 2011) [3]. Further, we randomly drew samples from both datasets with increas-
ing number of classes: 100, 500, 1000, 3000, 5000 and 7000. We adequately chose 10
similarity features between documents and class of documents. SVM with linear kernel
was used as our binary classification algorithm. The results of the proposed algorithm
were compared with hierarchical reduction approach (LogT) [1] and LibLinear pack-
age [2] implementation of One Vs. All, One Vs. One and Multiclass SVM (M-SVM)
[4]. To compare the results Accuracy, Macro F-Measure and training time were used
as evaluation measures. Additionally, Nc was used to evaluate the proportion of classes
that were covered in the classification result.

The results for maximum number of class case (i.e. 7500) is shown in Table 1.
Algorithms M-SVM and OVO are not presented in the table as they were not able to
scale up for high number of classes because of their high complexity. As can be seen
in the result mRb (proposed reduction algorithm) significantly outperforms OVA and
LogT in terms of Macro F-Measure which is intuitively better evaluation measure than
Accuracy for large-scale multi-class classification problems.

In conclusion, this work presents binary reduction of multi-class classification prob-
lems. Analysis based on Rademacher complexity shows that learning single scoring
function for all classes using similarity features helps to avoid linear degradation of
generalization bound in contrast to traditional methods. Also the use of joint feature
representation facilitated in better scalability and covering of rare classes as compared
to state of the art methods.
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